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Abstract: In order to segment lung tumor in CT image automatically, a segmentation method
based on improved 3DUnet is proposed. The convolution kernel size is increased, PReLU is
used as the activation function, the training set is expanded and optimized by nonlinear
transformation, the network is trained by DICE loss function and SGDM gradient descent
algorithm, post-processing is added to optimize the segmentation results. The experiment is
carried out by using medical segmentation decathlon open data set and 5 indicators are used
for evaluation. Results show that the algorithm achieves high accuracy and is better than
3DUnet network.

1. Introduction

In this study, the CT scan image sequence was used as the source of image data and the
three-dimensional visualization of lung tumors was displayed through image segmentation,
with the purpose to assist doctors in the diagnosis and analysis of tumors. The accuracy of
segmentation directly affects the decision-making of the subsequent surgical plan, and thus
image segmentation of lung tumors will bring huge social benefits to the formulation of
preoperative plans and to reduce the difficulty of doctor-patient communication.

Researchers have proposed methods for the automatic segmentation of lung tumors,
respectively based on K-means clustering algorithm ™M, on random walk algorithm 2, and on
machine learning. The method of 3DUnet convolutional neural network (CNN) segmentation
proposed by Uday Kamal n 2018 presented a high accuracy rate [*l. Different from other
methods, the method in this research adopts volume segmentation, which can not only
effectively solve the problem of importing the image sequence slice by slice into model
training, but also greatly improve the training efficiency. And the segmentation result is a
three-dimensional matrix, which is convenient for three-dimensional visualization of the
data.

This study uses improved 3DUnet network to segment lung tumors in CT images. First of
all, the researcher replaced the 3x3x3 convolution kernel in 3DUnet with a convolution
kernel sized 5x5x5, replaced ReLU with PReLU, and replaced the weighted cross-entropy
loss with a DICE loss function. Second, random nonlinear transformation was added to
expand and optimize the training data, and post-processing was used to optimize the
segmentation results. The public data set was used to verify the performance of the
algorithm.
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2. Network Structure

3DUnet is a three-dimensional fully convolutional network proposed on the basis of a
fully convolutional neural network (CNN) [ which presents a left-right symmetrical
structure. The left half of it is down-sampling, that is, the feature extraction process is
composed of convolutional layer units. The right half is up-sampling, that is, the feature
reconstruction process is composed of deconvolution units. The convolution unit is used for
feature extraction, and the deconvolution unit is used to restore the image size. The network
structure is shown in Figure 1.
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Fig.1 Network Structure

This research was carried out on the basis of the basic structure of 3DUnet. In view of the
large differences between individual lung tumors, it is necessary to retain as much effective
information as possible during the convolution process. First, the size of the convolution
kernel that was originally 3x3x3 in the convolution unit was increased to 5x5x5. The change
of this item extended the visible range of the convolution larger, which not only was
conducive to more information after the convolution, but also could increase the parameters
of the network. Second, ReLU was replaced with PReLU as the activation function. This
change retained more input details that were less than 0 after convolution.

The structure of each part of the network is explained as follows:

(1) Convolution unit

The convolution unit consists of Conv—BN — P Re LU —Pool . The size of the input data
is set to be A=[m,n,d], the size of the convolution kernel is f , the step size iss, the

padding is p, and the size of the pooling convolution kernel isk .
The output size relationship of the data after three-dimensional convolution is:

Al)-f+2"p +1) (Equation 1)
s

All the convolution configurations are filled with the SAME method, that is, when the
step size is 1, the size of the output feature map and that of the input feature map remain

Conv(i) = floor(
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unchanged. Two sets of convolution kernel standards {f =5,s=1}and {f =2,s=2}are
used in this research. When the data passes through the convolution kernel{f =2,5s=2}, its
resolution will be reduced by half (through Formula 1), and a deeper feature with the
mapping size halved will be generated.

BN (Batch Normalization) converts the data to obey the standard normal distribution,
with the purpose to speed up the convergence speed. The main calculation process includes
calculating the sample mean, calculating the sample variance, standardizing the sample data,
and performing translation and zoom processing.

PRe LU (Parametric Rectified Linear Unit) is the activation function, and the output
relationship is:

X, % >0
PReLU(xi):{
ax,x <0

(Equation 2)

When the input x is greater than 0, PReLU degenerates to ReLU. In Formula 2, a is a
small constant that is automatically calculated when the network feeds back. Different from
ReLU, this algorithm achieves the purpose of activating functions while retaining part of the
information less than 0.

Pool (Convolutional pooling) is used to reduce the dimensionality of features, and the
output size is:

Pool(i) = ceil(

) *
X{)—k+2"p +1) (Equation 3)
S
(2) Deconvolution unit
The deconvolution unit is composed of the deconvolution + convolution unit. When the

data is deconvolved with the convolution kernel {f =2,s=2}, its resolution will be doubled

to restore the size. Then there is one to three convolution units, and the size of the
convolution layer kernel of the last layer is 1x1x1.

(3) Regression model

The network prediction consists of two voxels which have the same resolution as the
original input. The Softmax regression model outputs the probability that each voxel is
divided into a background area and a target area. When inputting z =(z,, z,,...z,) , the

Softmax function maps ittoo =(oy, o,,..0,), and the mapping relationship is:
o,(2) :ne—lz_,i =1,2,..n (Equation 4)
j=1

In this equation, » o; =1

3. Lung Tumor Segmentation
3.1 Algorithm Flow

The researcher divided the data set into training set and test set after preprocessing, and
then imported it into the network for training, and finally used the network to predict the
output of the test set. After post-processing on the prediction results, the entire segmentation
model is output, and the algorithm flow is shown in Figure 2.
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3.2 Pretreatment

The data set is composed of CT image sequence and label sequence, and the preprocessing
mainly includes resolution standardization and gray-scale standardization. First of all, the CT
image sequence and the label sequence were synthesized into a three-dimensional matrix,
and then the three directions (X, y, z) were expanded by 48 pixels according to the size of the
label body. Each dimension was cut to a multiple of 8, and the cutting method was
“remainder removal”. Then, it was scaled by the window size, and the scaling method was
linear interpolation. Due to the different parameters of CT scan, the gray value distribution of
each slice in the image matrix was inconsistent. In this study, the gray value in the image
slice was subtracted from the mean gray level and then divided by the standard deviation of
the gray level to perform normalization.

3.3 Training Network
3.3.1 Expansion and Optimization of the Training Set

Regard to limited training sets, the researcher expanded the training data by random
non-linear transformation. The method group of nonlinear transformation mainly included
rotating 90 degrees counterclockwise, mirroring left and right, mirroring up and down, and
rotating 90 degrees counterclockwise after mirroring left and right. Each set of training data
randomly selected a method transformation in the non-linear transformation method groups.
In addition to expanding the training data set, the transformation result also enhanced the
robustness of the network’s predictive ability.

3.3.2 Loss Function

The loss function was used to measure the gap between the predicted value and the true
data value obtained after the forward pass. In order to avoid the unstable training process
caused by the extremely unbalanced data, Dice loss was used to replace the weighted
cross-entropy loss function in this research. The DICE loss algorithm described the degree of
difference between the two sets through the Dice coefficient. The Dice coefficient between
the algorithm segmentation result p and the real mark can be expressed as:

22 o]
Z p. Zi gi2

When the N voxels of the predicted segmentation result exceed the sum of the actual
labeled N voxels, the gradient generated by the Dice coefficient corresponding to the
predicted j™ voxel is:

aD_zg(Z b Z g) 2p, > P9y
apJ Z Zg|

(Equation 6)

(Equation 5)
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3.3.3 Gradient Descent Algorithm

Gradient descent is a method to find the minimum value of the loss function. In the
process of network training, gradient descent is often used to adjust the parameters to find
the small value of the loss function. In this research, Sgdm (stochastic gradient descent
algorithm with momentum) was used to realize the network training. This method was
designed to accelerate learning, adding inertia to the gradient descent process, and
determining the direction of descent through momentum accumulation.

Suppose the learning rate is €, the initial parameter is?, the momentum parameter is¢
and the initial speed isV. And the rule of algorithm update is as follows:
while (stop condition is not satisfied)

A mini-batch of m samples{x,..x'™} is sampled from the training set, and x®
corresponds to  y®;

Gradient estimation g :lvgz_ L(f(x©,0),y"y;
m 1

Speed updatev=av—&g ;
Parameter updated =60 +v;
end while

3.4 Post-Processing

The researcher input the test sets into the trained network and performed network
segmentation on the input, and then a three-dimensional binary matrix of the same size was
output. In order to optimize the segmentation results and eliminate the salt-and-pepper noise
generated by the probability segmentation, three-dimensional median filtering was adopted
for post-processing in this research.

4. Results
4.1 Experimental Data

The Medical Segmentation Decathlon public data set was used in the experiment, and the
data set contained a total of 96 labeled chest CT images with lung tumors. 90 cases were
randomly selected as the training set, and the rest 6 cases were used for algorithm testing.

4.2 Evaluation Methods of the Experiment

The following five evaluation indicators were adopted in this research. P represents
algorithmic segmented volume data, and G represents real labeled volume data. Evaluation
indicator are defined as follows:

(1) DICE: the ratio of the volume where two objects intersect to the total volume.

DICE _2*(PNG) (Equation 7)
P+G
(2) VOE: volume overlap error.
VOE =1- PNG (Equation 8)
PUG

(3) RVD: relative volume difference.

RVD = (2—1]*100% (Equation 9)
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(4) ASD: Average Symmetric Surface Distance. In this research, S(P) and S(G)

respectively denoted the collection of surface voxels of P and G ; the distance from any
point v on S(P) to S(G) was defined as the minimum Euclidean distance from point v

to all points on S(G), expressed as d(v,S(P))= min)(”v—sp”). Then the average

S,eS(P

symmetrical surface distance was defined as:

1
ASD(P, G) = WX

[ D d(Sp,S(G))+ Zd(se,s(p))J(Equationlo)

SpeS(P) Sce8(G)
(5) MSD: Maximum Symmetric Distance.
MSD(P,G) =

max{sgl%)d (S¢:S(G)), max d(Ss, S(P))} (Equation10)

Among the five evaluation indicators, the closer DICE is to 1, the better the segmentation,
and the smaller the other four indicators, the better the segmentation effect.

4.3 Experimental Design

The initial learning rate was set to 0.001, and the number of training iterations was set to
200; the training was stopped when the loss function output was obviously stable.

4.4 Experimental Results

According to the Medical Segmentation Decathlon data experiment, the average test
results of the experiment are shown in Table 1.

Table 1 Experimental Results

Experiment DICE VOE RVD ASD MSD

Lung tumor 0.716 0.429 -0.339 1.032 3.534

It can be seen from Table 1 that the algorithm in this research can segment lung tumors
very accurately, and the other four indicators show that the algorithm is stable and reliable.

The researcher randomly selected a case of CT data from the test set and randomly sliced
the segmentation results of this case. The visual comparison results are shown in Figure 2.

(a) Real labeling Algorithm segmentation

(b) Comparison of real labeling and algorithmic segmentation of a random slice
Fig.2 Visual Comparison
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5. Discussion

The experimental results show that the improved 3DUnet network can segment lung
tumors accurately, and it can be seen from Table 1 that the average accuracy of the
experiment is 71.56. In order to compare the segmentation performance of the algorithm,
3DUnet was used for verification on the same data set. The verification results show that the
method in this paper is superior to the 3DUnet network in various indicators, and the
comparison results of the algorithms are shown in Table 2.

Table 2 Algorithm Comparison

Experiment DICE VOE RVD ASD MSD
Method in this research | 0.716 0.429 -0.339 1.032 3.534
3DUnet 0.695 0.446 -0.387 1.103 8.794

Due to the large differences in the individual shape of lung tumors, the network still
presents a certain degree of uncertainty in predicting segmentation, especially in terms of the
segmentation results of tumor spread. Therefore, the improvement of segmentation accuracy
needs to be supported by larger training data, and the marking of the training set needs to be
completed under the guidance of professional doctors. In addition, the number of samples of
public data sets with real labels is relatively limited, and thus building a larger amount of
training data and optimizing the network based on it will be the focus of research in the next
stage.

6. Conclusion

Based on the improved 3DUnet CNN, a lung tumor segmentation method was proposed in
this research through increasing the size of the convolution kernel, using PReLU as the
activation function, and adding random nonlinear transformation to the training set. In
addition, the researcher trained the network with the DICE loss function and the Sgdm
gradient descent algorithm, post-processed the segmentation results with three-dimensional
median filtering, and verified the accuracy of the segmentation algorithm with public data
sets. Subsequent improvement goals and related strategies were also proposed based on the
discussion of the experimental results in this research.
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